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Background Watermark For LLMs

Large language models can rapidly generate text 
that may cause harmful effects.

The text generated by LLMs needs to be detected and tracked！

Active: Watermarking Based Detection Passive: Post-Generation Detection

Watermarking for large language models is a more reliable method for detecting and tracking 
AI-generated text.
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History of Text Watermarking

pAncient Greece: Steganography
p 1950s: Embedding code to music (Hembrooke, 1954)
p 1990s to 2000s: Digital Watermarks (e.g., Ingemar J. Cox, 

Matt Miller, etc..)
p Rule-based parsed syntactic tree (Atallah et al., 2001)
p Rule-based semantic structure of text (Atallah et al., 2000; 

Topkara et al., 2006)
p Neural steganography with DL models (Fang et al., 2017; 

Ziegler et al., 2019)

[1] Aiwei Liu, et al. “A survey of Text Watermarking in the era of Large Language Models.”ACM Computing Survey
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2022+: Recent Renaissance due to the rise of Generative AI

[1] Aiwei Liu, et al. “A survey of Text Watermarking in the era of Large Language Models.”ACM Computing Survey

Traditional Method: Given text, change text to add watermark.

Modern LLM Text Watermark: We also have access to the original generative process.
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What is an LLM Text Watermarking?

5
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Example Method: KGW(Red-Green) Watermark
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The KGW (Kirchenbauer et al. 2023)[1] watermarking algorithm divides the 
vocabulary into red and green token lists and embeds watermarks by slightly 
increasing the probability of green list tokens.

[1] Kirchenbauer, John, et al. “A watermark for large language models.” ICML 2023
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Paradigm 1: N-gram watermarking

KGW is an N-gram watermark.

The green list G at each step is determined by previous
(N − 1) tokens:

𝐺 𝑥!:#$! ⊆ 𝑉
Two implementations:

l KGW watermark (Kirchenbauer et al.)[1]
: N = 2, green list determined by previous one token

l Unigram (Zhao et al.)[2]: N = 1, a constant green list
[1] Kirchenbauer, John, et al. “A watermark for large language models.” ICML 2023
[2] Zhao, Xuandong, et al. “Provable robust watermarking for ai-generated text.” ICLR 2024
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Unlike previous N-gram generated watermark keys, Fixed Key list based 
watermarking provides a predefined watermark key list, randomly selecting a 
starting position during generation and proceeding sequentially.

Paradigm 2: Fixed Key list based watermarking
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Problem: How could we know if a LLM service is watermarked?

Does these
LLM services
contain
watermark?

Watermarked LLM
Identification
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Our Contribution: WaterProbe Method to Identify Watermarked LLMs

Identify watermarked LLM by repeated watermark key sampling

We need design prompt to achieve the effect of repeated watermark key sampling

Overall pipeline
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Step 1: Construct highly correlated prompts.

Use generated irrelevant prefix to mimic the effect of watermark key!

Construct prompt 𝑥! and 𝑥" under the following constraints

Example:
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Step 2: Sampling with simulated fixed watermark keys.

with a set of simulated watermark keys

Using repeated sampling to get the estimated distribution

Each different key corresponding to a different prefix in the following example:
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Step 3: Analyze Cross-Prompt Watermark Consistency
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Waterprob v2: Identify all watermark Paradigm
Previous introduced prompt example could only identify the N-gram based
watermark paradigm, the following prompt could help identify all paradigm.

Start key distribution under different prefix in the fixed watermark key list paradigm
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Experiment Result On Opensource LLMs

Water-Probe-
V2 Method
Could identify
all watermark
method for
different kind
of LLMs.
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Experiment Result On Commercial LLMs

No watermark identified in current commercial LLMs
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Experiment Result: Further Analysis

Can perform well at different 
temperature settings.

Only require 1000 samples to
identify watermarked LLM.



Aiwei Liu (Tsinghua University) Watermarked LLM Identification (ICLR 2025) 2025.04.25 18/20

Prevent Watermarked LLM from Being Detected: Waterbag strategy
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Experiment result for waterbag strategy

After implementing the waterbag strategy, watermarked LLMs
become difficult to detect, while maintaining their inherent 
detectability, robustness, and other properties.
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Thank You!

Thank You!


